
Isotropy
Remark . For a random vector X = (Xi , . . . . Xn)

,

recall that

cor CX) = E X.XT - µ .µT

= E -µ .µT

The Li ,j) - th entries of covCX) and I
are

covcxlij = E (Xi - EXi) (Xj - Exj)
← ( covariance of Xi and Xj ]

and%j=EXi
Def. A random vector X = (Xi , . . . , Xn )

is called isotropic if

I (X) = EX XT = In
,

where In is the nxn identity matrix .
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Isotropy is the higher - dimensional analogue of
unit variance (if mean zero ) or E X'=L .

For random variables
,
it's common to center

and scale to get the standard score
(or Z- score )

z = KEI (
mean zero

✓Ey
- unit variance)

we can do something similar for random vectors :

Reduction to Isotropy
Suppose X has meanµ and cov(X) = I
is invertible

. Then

2- = (X -µ )

is isotropic with mean zero .
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Characterizing Isotropy
Lemma 3. 2.3 A random vector X in IR

"

is

isotropic if and only if

EKI
,
x5) = Hxlli

for all x e IR
"

.

#

Proof
.
Two real symmetric matrices, A and

B
, are equal if and only if

XT A x = XT B x

for all XE IR
"

. Why ?
Hint : consider XTCA - B ) x = O for certainfaecal that'¥itEot:p! Tien'¥¥¥t!In .

-

Hence I is isotropic if and only if

XTC EIIt) x = XT . In . x for all x e IR ?
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The LHS is

E (xTI II) = E Sx,IKE, x>

=ELI
,
xD

On the other hand , the RHS is

xt.In.x-xt.x-cx.x7-llxlli.IT
Equivalently , X is isotropic it and only if

ECI
,
u5=1

for all unit vectors u e IR?
← (a one -dimensional marginal ofI]

Recall that LI
,
u) is the projection of I

along U . Hence
,
the lemma

says
that isotropic

distributions tend to extend evenly in all
directions

.
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Lemma 3.2.4 Let X ( in R") be isotropic .

Then
E 11×115 = n .

If X and Y are independent and

isotroprqthenazcx.Y5-n.proof
.
We have

# 11×115 = ELX,X)

⇐ Ext.x )
trace-
= Etrcxt.X)

( tr CAB)=trC BAD = Etr (X - XT)

( linearity of tr] = tr ( E X. XT ) .

Since X is isotropic , this is Er (In) = n .
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For the second part, we condition on Y
. The law

of total expectation says that

E L X.YI = Ey Exkx,YHY]
.

[ Lemma 3.2.37 = Ey HY Ili

ffirstpartofproofJ-n.ly

Remark
.

We've now seen that

Ikki
,
HYUK n

and also
rn re Kx , Y> I

= 1kHz . KY kilos ohtangk between x. Y)

x n . I cos ol
.
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Examples of Isotropic Distributions

Then I cosol k Fn
,

which is 20 for large n .
Hence 0-2 ±¥

.
That is

, independent isotropic

randomvectorstendtobenearlyorthogonall.it
) If Xi

,
Xi
, . . . ,

Xn are independent random
variables with mean zero and unit variance,
then X= (X , , . . . , Xu ) is isotropic . Why ?
The entries of I are

E Xi Xj = f # Xi
'

if i=j ,
E XiXj if itj,

= f tf if i =j ,if it j .

Thus I = In
,
so X is isotropic .
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2) (special case) If each Xi in 1) is a

symmetric Bernoulli random variable
[so PC Xi = 1) = PC Xi = - 1) = I ]

,
then

X is a symmetric Bernoulli random vector .
Equivalently , X is the uniform distribution
on the unit discrete cube f- I , I }

"

m IR !

Coordinates need not be independent, however.

3) Suppose X is uniformly distributed on the

sphere of radius rn centered at the origin
in IR

"

.

If X = (Xi , . . .

,
X n )

,
then

X
,

'

t - -
- t Xi = n .

Thus X n = Idxit...t
,

which depends on the other coordinates
.

[ Also called the spherical distribution in IR
" ]
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Multivariate Gaussians
A random vector g

= Cgi , . . . Ign ) is said
to have the standard normal distribution

,

written gn NCO , In ) , if

gic . . - e gu ~ NCO, I ) are independent .

Since the coordinates are independent with mean
zero and unit variance

, g is isotropic .

Its PDF is given by
f- Cx) = II t e

- xia

=⇐na e-
""""

,
xe Rn

.

Note
.

The density only relies on the length of
X
,
so it is rotation invariant

.
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Prop . Suppose U is an orthogonal nxnmatrix
,
and
gu

NCO
,
In)

. Then

Ug~NCO.IN#
We get a general normal distribution as follows

.

Let ME R
" and suppose I is an invertible

,

positive - semidefinite matrix .

If Z n NCO, In),
then
I :=p + E

"
? Z

is normally distributed with
meaner

and
covariance matrix E ( check ! )

.
Its density

is given by
1-e-ECX-n.IE

-Cx-u )
f-
⇐
CX) =

(zayn? (det %)"

for X E IR
"

.
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Remark
.
If Xr N (µ , E ), then the

coordinates of X are independent if and only if
they are uncorrelated ! In such case

,
it follows

that I = In (check ! ) .

Generally , independence implies uncorrelated , but( not the other
way

around
.

]
Also
,
we know from Theorem 3. I

.

I that

g
n NCO

,
In ) concentrates around the

sphere of radius rn .

Thus
,
in high dimensions

,

the standard normal is close to the uniform
distribution on the sphere . This behavior differs

greatly from the standard normal in IR !
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