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THE PROBABILISTIC METHOD

Define random object; prove that it has required properties

Works suprisingly often.

“Non-constructive”



EXAMPLE: EDGE COLORING K,

Color the edges of K, for few monochromatic triangles

AN

Method: Just randomly color every edge red or blue.



EXAMPLE: EDGE COLORING K,: ANALYSIS

Write /; = 1 (triangle j is monochromatic).

Om

Number of monochromatic triangles is then X =7 /;

B =55 § = (g) = 3=

There is a coloring with X < E [X].



HOwW TO CONSTRUCT SUCH A COLORING?

Method of conditional expectations:
» Toss your coins one by one.
» Take care to be on the right side of luck each time!

How to choose /; to be red or blue?
EX|=E[X| h=red]i+E[X| L =blue] 1
sooneof E[X |y =red], E[X | i = blue] is <E[X].

Calculate and choose that one!



THE METHOD OF CONDITIONAL EXPECTATIONS

Having chosen I = ¢, ..., Ik = cx we have
EX|h=ci,....Ik=c =
E[X| 11:cl,...,lk:ck,lkH:red]%—l—
E[X| 11:cl,...,/k:ck,lkH:blue]%
Choose the color I 1 = cxy1 S0 as to have
EX|h=c,....lk=cx, lks1 = k1] CE[X| h=c1,..., k= c

In the end

1/n
IE[)<| Il:Clv"'aln:Cn]SE[)q:4<3>



ADDITIVE BASES FOR THE INTEGERS

ECN={1,2..}

Representation function:
re(x) = |{(a,b) € E>: x=a+ b, a< b}
= in how many ways we can write x = e; + &

E is Additive basis:

for x > 2 we have rg(x) > 0. E.g. E={1,2,4,6,...}.

E is Asymptotic additive basis:
for all suffiently large x € N we have rg(x) > 0.

General problem:
find thin (asymptotic additive) bases
(small but positive rg(x))




THIN ASYMPTOTIC ADDITIVE BASES

THEOREM (ERDOS 1956)
There are constants c1,c; > 0, set E C N and integer xp such that

alnx<re(x) <alnx, (x> xp).
Probabilistic proof.

Open problems:

(a) Can the function In x be reduced?

re(x)

(b) Can we achieve the existence of limy, o 377

(c) Non-probabilistic proof?
CONJECTURE (ERDOS-TURAN)
If for E C N we eventually have rg(x) > 0 then

lim sup re(x) = oc.
X—00



A RANDOM SET OF NATURAL NUMBERS

K > 0 is a constant to be determined later.
Define the probabilities (for x=1,2,...)

X

K ()2 i this is in € [0, 1]
Px = .
0 else

Define the random set E C N by taking
P[xe€ E] = px, (x€N)
independently for all x € N.

In other words, we toss a coin for each natural number.



THE REPRESENTATION FUNCTION

We show PP [our set has the required property] > 0.

Define RVs x;j = 1(j € E), for j € N. Independent with E [x;] = p;.

For the representation function we have

[x/2]
re(x) = D XX
=1

re(x): sum of independent 0 — 1 valued RVs.



THE CHERNOFF LARGE DEVIATION INEQUALITY

X1,..., Xy independent 0 — 1 valued RVs and S= X1 + --- + Xp,
w=1E[S]. For e > 0 we have

P[IS— pl > ep] < 2e7H,

where
0 < ¢ = min {62/2, —In (eE(l n E)—(1+e)>}

depends only on e.

Exponential dependence on u:
due to structure of S as a sum of independent RVs.

Very easy to use for combinatorial problems. Only need to know p.

Larger u: better inequality
= RVs S with large p are easier to control.



CALCULATE THE MEAN VALUE
Let p; # 0 for j > jo and p; = 0 for j < jo.

For x odd and large (similarly for x even):

[x/2]
Elre(x)] = > E[gxe
=

Lx/2]

= Z E[x;]E[xx—j (xodd = j# x— j, independence)
j=1

1x/2]

= Z PjPx—j

J=o

_ foJ 12 (Injln X — j)>1/2
J)

J=o



CALCULATE THE MEAN VALUE (CONTINUED)

X, njin{(xX— 1/2
Elre()] = S K (552)

J(x=J)

1/2
Upper bound: E [rg(x)] < K?In XZJLi/l2J <j(X£j)> /

1/2
Lower bound: E [rg(x)] > & Inx th/zJ (J(Xl—J)> :



CALCULATE THE MEAN VALUE (CONTINUED)

But for x — oo:

1x/2] 1 2 X2y 1 1/2 1/2 1
2 <J(x—f)> =25 (;’(1_ f)) %/0 (5(1_5)

j=1 j=1

1/2
(Riemann sum for [ = 01/2 (s(1l—s)> ds)

. x/2 1/2 1/2 12
Similarly ZJL:/\/J( (J-(Xl_j)) — 1= fo/ (s(lil—s)) ds

So, for large x we have the right order of magnitude:

Igzlnxg E[re(x)] <2IKInx.



CONTROL THE DEVIATION OF THE RVS

Bad events: A, = {|re(x) — E[re(3)]| = € [r(:)]}

By Chernoff's inequality:

P[A,] 2~ CElre(x)]

IN A

2e—C6 Cl In x

2x Cice
05 Ce K2 /8

Choose K so that the exponent c./K?/8 > 1. It follows that

i[@ [Ad < i 2x /8 < oo,
x=1 x=1



CONTROL THE DEVIATION OF THE RVS (CONTINUED)

Convergence of >~ P[A,] = there is xg such that

> PIA]< %,

X=X

so that with probability > 1/2 none of the Ay, x > xo holds.

For x > xp:
1 IK?
> — > —
re(x) > 2IE[rE(x)] T In x

and 3
re(x) < §E [re(x)] < 3IK?Inx.



How TO DERANDOMIZE?

Can we produce a good additive basis E by listing its elements one
by one?

Not clear we can do so, however slowly.

Tricky point:
our choice for n € E affects the representation function forever.



A MODIFIED PROBABILISTIC PROOF

For g(x) = (xlog x)'/? define the modified representation function
/(x)={(a,b) e B> : x=a+b & g(x) < a< b}
Deciding n € E only affects
7 (x) for x < G(n),

where




A MODIFIED PROBABILISTIC PROOF, CONTINUED

Also observe that

P(x) < r(x) < 7(x) + s(x),
where

s(x) = [EN [x— g(x), Al
One can (as in Erdds’ proof) calculate easily

E [/(x)] ~ CK*log x
and
E [s(x)] ~ Klog x,

and the expectations of the r.v.'s r(x) and s(x) have the right order
of magnitude.



A MODIFIED PROBABILISTIC PROOF, CONTINUED

The bad events are

A, = {|/(X) —E [II(X)} | > %E [/(x)]}

1
By = {s(x) —E[s(x)] > EE [s(x)]}
Chernoff Large Deviation Lemma gives

P[A] < 2x~©

and
P[B,] < 2xP.

Can make «, 8 > 1 by choosing K large.



A MODIFIED PROBABILISTIC PROOF, CONTINUED

We have -
Z P[A] +P[Bs] <1 for some ng.

X=ngp

We get a set E with

B [/(] <709 <

N W

E [F(x)]
and
50 < SE[s(<)].
Together these imply
Cilogx < r(x) < Gy log x

for x > nq.

This concludes the alternative probabilistic proof of Erdds’
theorem.



DERANDOMIZING THE PROOF. THE STRATEGY.

We showed that for some ng € N the complement of the bad event

B=J(AUB)

X>ng

has positive probability, since

> P[A]+P[B] <1

x> ng
Have to construct a “point” (set of integers) E ¢ B.
At the n-th step we output 1 or 0 to denote n € E or not.

Will take time polynomial in n to enumerate to n.



DERANDOMIZING THE PROOF. RESTRICTION EVENT.

Let the RVs x; =1(j € E).
Restriction event: R(ai,...,an) ={x1=a1,...,Xn = an}-.

Goal: Pick the a, successively so that

bar,...,an) = Y P[Ac| R(a1,...,an)] + P[Bc| R(a1, ..., an)]

is non-increasing.

If so then
E

(31, az, .. )

is in no bad event.



DERANDOMIZING THE PROOF. DECIDING THE NEXT
ne E.

If p, =P [n € E] in our probabilistic proof then
b(a1,...,an—1) = pnb(ai,...,an-1,1) + (1 — pn)b(ai,...,an—1,0)
by the law of total probability.
Hence one of b(ai1,...,an-1,1),b(a1,...,an-1,0) is
< b(ay,...,an-1).

How to find which?



DERANDOMIZING THE PROOF. DECIDING IF n € E.

We have to compute efficiently the sign of

A= b(al, ...ydp—1, 1) — b(al, ey a,,_l,O)
G(n)
=Y P[A| R(a1, ... an-1,1)] = P[Ac| R(a1, ..., an-1,0)]+

—|—P[BX ’ R(al,...,a,,_l,l)] —]P)[BX ’ R(al,.. .,a,,_l,O)].

Thanks to the modified representation function (remember
2
G(n) = g_]-(n) ~ |ongn)

/(x)={(a,b) €E> : x=a+b & g(x)<a< b}

this is a finite sum with a polynomial number of terms.



THE END

Thanks for your attention.



