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Sparsity Assumption 
and Signal Recovery?

Spatial Domain 

(How the signal looks in time/space)

Fourier Domain

(Sine and Cosine building blocks)

"Often, signals are sparse in the 
frequency domain."

If a signal has a structured (but not 
overly regular) pattern, the uncertainty 
principle allows us to fully recover it 
using only a few non-zero frequency 
components."



Fourier Transform

Then, for an M by N image, we can define its Fourier 
transform function as:

Fourier transform can convert signals from spatial 

domain to frequency domain.

Real world images can be viewed as discrete sampling 

from some continuous functions. 

Therefore, according to uncertainty principle, we can 

exploit the sparsity in the frequency domain by applying 

Fourier transform to real world images for image recovery.



Signal Recovery Process-settings



Signal Recovery Process-L1 Minimization 



Our Reseach implementation

1. Transform images from RGB to Grayscale, resize when necessary.

2. Randomly damage some of the images' pixels

3. Convert grayscale images to frequency domain by using Fourier 

transform

4. Use L1 minimization to recover missing frequency cause by damaging 

in pixels

5. Reconstruct images by doing inverse Fourier transform



How does this image 
recovery algorithm 
differ from pre-
existing models?



Our Model
(L1 minimization 
with FT)

• Goal: Recover damaged images by L1 

minimization.

• No need for training dataset

• High accuracy

• Easy to understand(pure Math)



Pre-Existing model: 
SRCNN

https://www.cs.t

oronto.edu/~kriz/cifar.h

tml

SRCNN – SUPER 
RESOLUTION 

CONVOLUTIONAL NEURAL 
NETWORK

TRAINED WITH CIFAR-10 
DATASET 

(SOURCE:HTTPS://WWW.CS.T
ORONTO.EDU/~KRIZ/CIFAR.H

TML)

FAST & EFFICIENT – 
SUITABLE FOR REAL-TIME OR 
LARGE-SCALE APPLICATIONS

SCALES WELL

https://www.cs.toronto.edu/~kriz/cifar.html
https://www.cs.toronto.edu/~kriz/cifar.html
https://www.cs.toronto.edu/~kriz/cifar.html


L1 Minimization
Resize & Restore

With Fixed Mask

(512x512)



L1Minimization
(32x32) + 30% Mask



L1Minimization
(32x32) + 50% Mask



L1Minimization
(32x32) + 60% Mask



32x32 
Comparison

Mask 30% 50% 60%

PSNR 26.05 22.13 20.71

SSIM 0.9411 0.8191 0.7713

Time 11.19 19.21 38.35

Image



L1Minimization
(64x64) + 30% Mask



L1Minimization
(64x64) + 50% Mask



64x64 
Comparison

Mask 30% 50%

PSNR 27.71 24.12

SSIM 0.9311 0.8466

Time 751.94 1139.21

Image



L1Minimization
(128x128) + 30% Mask

Operating system killed the operation because it was using too 
much memory (RAM). This is common in convex optimization with 
large problem sizes, especially when working with pixel-wise 
constraints on even moderately-sized images like 128x128.

Operation killed after more than 1 hour of running. 



SRCNN
Resize & Restore

With Fixed Mask



SRCNN
(32x32) + 30%



SRCNN
(32x32) + 50%



SRCNN
(32x32) + 60%



32x32 
Comparison

Mask 30% 50% 60%

PSNR 28.66 25.33 23.10

SSIM 0.9644 0.9270 0.8701

Time 0.2591 0.2655 0.2428

Image



SRCNN
(64x64) + 30%



SRCNN
(64x64) + 50%



64x64 
Comparison

Mask 30% 50%

PSNR 30.94 27.06

SSIM 0.9693 0.9323

Time 0.2525 0.2910

Image



SRCNN
(128x128) + 30%



Model\
Size + Mask

32x32 
30%

32x32 
50%

32x32 
60%

64x64 
30%

64x64 
50%

128x128 +
30%

L1Minimization 26.05 22.13 20.71 27.71 24.12 X

SRCNN 28.66 25.33 23.10 30.94 27.06 33.01

P
S

N
R

S
S

IM
S

E
C

O
N

D
S

L1Minimization 0.9411 0.8191 0.7713 0.9311 0.8466 X

SRCNN 0.9644 0.9270 0.8701 0.9693 0.9323 0.9696

L1Minimization 11.19 19.21 38.35 751.94 1139.21 X

SRCNN 0.2591 0.2655 0.2428 0.2525 0.2910 0.4793

L1Minimization & SRCNN Comparison 



Conclusion
PSNR (Peak Signal-to-Noise Ratio) - higher is better (image quality)

SSIM (Structural Similarity Index) - higher is better (perceptual similarity)

Time (in seconds) - lower is better

Criteria L1 SRCNN

Image Quality Lower PSNR/SSIM Higher PSNR/SSIM

Speed Very slow, poor 
scalability

Very fast, consistent 
runtime

Scalability Fails or impractical on 
large images

Works well on all sizes



L1Minimization vs SRCNN

30% Mask



L1Minimization vs SRCNN

50% Mask



Report 
Evaluation for 
30% Mask with 
500 training set.

[L1]:

- Avg PSNR: 27.64 dB

- Avg SSIM: 0.9176

- Avg Error Rate: 9.69%

- Avg Time Usage: 26.66 seconds

[SRCNN]:

- Avg PSNR: 23.12 dB

- Avg SSIM: 0.7584

- Avg Error Rate: 10.47%

- Avg Time Usage: 0.002 seconds



Report 
Evaluation for 
30% Mask with 
5,000 training set.

[L1]:

- Avg PSNR: 27.96 dB

- Avg SSIM: 0.9280

- Avg Error Rate: 9.42%

- Avg Time Usage: 26.51 seconds

[SRCNN]:

- Avg PSNR: 30.13 dB

- Avg SSIM: 0.9525

- Avg Error Rate: 6.95%

- Avg Time Usage: 0.001 seconds



Report 
Evaluation for
30% Mask with
50,000 training set.

[L1]:

- Avg PSNR: 27.95 dB

- Avg SSIM: 0.9211

- Avg Error Rate: 8.44%

- Avg Time Usage: 25.14 seconds

[SRCNN]:

- Avg PSNR: 32.23 dB

- Avg SSIM: 0.9698

- Avg Error Rate: 5.33%

- Avg Time Usage: 0.0095 seconds



Exploring real-world 
implementations 

How the technology is currently being used



Real World 
Implications

Without needing training data, it can accurately 

and efficiently recover the image and signal.

Medical Imaging

It has been integrated with MRI machines for 

fewer measurement and more accurate result.

Compressed Storage and Transmission

Canmore efficiently stream large  videos and 

compress cloud storage

Wireless Communications

Used in 5g, real-time system, and next-gen IoT 

to improve call/ data quality from corrupted 

noisy signals.
Belgium, Antwerpen, Cathedral of Our Lady

Wall mural with small patches restored utilizing AI algorithms and DALL- E Outpainting 
(OpenAI's image generating feature).

With our algorithm, you would not need the large data set that it took to train the AI to 
restore this mural
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